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We show that quantum computation is possible with mixed
states instead of pure states as inputs. This is performed by

embedding within the mixed state a subspace that transforms

like a pure state and that can be identi�ed by labeling it based
on logical (spin), temporal, or spatial degrees of freedom. This

permits quantum computation to be realized with bulk en-

sembles far from the ground state. Experimental results are
presented for quantum gates and circuits implemented with

liquid nuclear magnetic resonance techniques and veri�ed by

quantum state tomography.

I. INTRODUCTION

Quantum computation is a wonderful theoretical in-
vention that presents a profound experimental challenge.
The di�culty in building a quantum computer is to �nd
a system that has the nonlinear interactions that are re-
quired for computation [1], and that simultaneously can
be inuenced externally in order to control it but that
does not couple to the environment so strongly that the
quantum coherence is rapidly lost [2,3]. Even if this is
possible with a few quantum degrees of freedom, the ex-
perimental e�ort to scale up to larger systems can be
daunting.
To realize a quantum computer it is necessary to

demonstrate that macroscopic measurements and ma-
nipulations can be used to act on microscopic quantum
degrees of freedom, and that these can be used to ac-
complish four tasks: (1) prepare the system in a �ducial
initial state (a pure state such as the ground state), (2)
perform arbitrary single qubit operations, (3) apply uni-
versal two-qubit functions (such as a controlled{not [4]),
and (4) implement projective measurement to read out
the computational results.
Each of these tasks must be accomplished within the

coherence time of the system. This can be extremely di�-

�Electronic address: ike@lanl.gov

cult because of the ubiquitous nature of interactions lead-
ing to decoherence. Since just a small amount of deco-
herence can disrupt a quantum computation [3,5], quan-
tum decoherence is the largest obstacle in the road to
practical quantum computing machines [2,6]. Many can-
didate physical systems have been suggested that might
provide experimental access while preserving quantum
coherence, including spin chains, polymers, and quan-
tum dots [7{9], isolated magnetic spins [10], trapped
ions [11], optical photons [12,13], and cavity quantum-
electrodynamics [14,15].
While all of these systems show some promise, nuclear

magnetic resonance (NMR) [8,10,16] is particularly at-
tractive because of the extremely long coherence times
(up to thousands of seconds) due to the natural isolation
of the nucleus. NMR is also attractive experimentally
because of the complexity of operations which can be ac-
complished using modern spectrometers [17]. However,
NMR is a bulk phenomenon { an aggregate signal from
many individual molecules is necessary for practical ob-
servation [18] { and unfortunately, such a system does
not ful�ll requirements (1) and (4) above. Practically
obtainable initial states are thermal statistical mixtures,
not pure states, and the computational results from in-
dividual members of the ensemble are made inaccessible
by the averaging. These two issues have kept NMR from
being useful for quantum computation.
However, we have recently shown that NMR can in fact

be used to perform quantum computations, using ordi-
nary liquids at room temperature and standard pressure,
with standard commercial instrumentation [19]. These
results were made possible by using a new procedure to
take advantage of the structure present in thermal equi-
librium to introduce into the system's large density ma-
trix a perturbation that acts exactly like a much smaller
dimensional e�ective pure state. Another new step which
we described was how to modify the computational pro-
cedure to provide a deterministic result that does not
average away in an ensemble measurement.
In this paper we extend our previous theoretical results
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to present a general framework for understanding how to
perform quantum computation using mixed state inputs
instead of pure states. In Section II, we show how our
techniques to create e�ective pure states can be under-
stood using the notion of state labeling: attaching logical,
spatial, or temporal labels to the quantum state in such
a way that a subspace within the mixed state can be
identi�ed and utilized for quantum computation. Prac-
tically speaking, these results herald the introduction of
bulk quantum computers, which work using ensembles of
quantum systems rather than with single systems.
We present in Section III experimental results demon-

strating progress towards realization of bulk quantum
computers using NMR. We show a controlled-not gate
implemented using state labeling on a simple two-spin
system, and have developed techniques for performing
quantum state tomography to test it. We have also suc-
ceeded in cascading controlled-not gates to create a cir-
cuit to perform a permutation operation, and in using
this to create an e�ective pure state which is input to
a quantum circuit to create an Einstein-Podolsky-Rosen
entangled state [20].

II. STATE LABELING TO CREATE EFFECTIVE

PURE STATES

A bulk quantum computer is an ensemble of many
small quantum computers, all of which work indepen-
dently in parallel, but are subject to two restrictions.
First, the initial state of each machine is determined at
random, and second, the only measurement result acces-
sible is an ensemble average of the computers' registers.
These limitations are problematic for quantum compu-
tation, which usually requires a pure state input, and
measurement of each quantum computer's results. The
latter limitation can be dealt with by using determinis-
tic quantum algorithms, as we have previously described
[19]. The former problem can be resolved by creating ef-
fective pure states, using a technique we describe in this
section.
An ensemble of identical quantum systems need not

have all of its members be in identical pure quantum
states in order for the ensemble to behave like a pure
quantum state. For example, even if only a fraction of
all the systems are in their ground states, then as long
as the remaining systems are arranged such that their
signals cancel out, only the small fraction will be visible,
and the ensemble will appear to be pure. Alternatively,
if we can label a select fraction of states, and then cause

the remainder to average away, then we will also obtain
an e�ective pure state. We mathematically de�ne both
the notion of an e�ective pure state, and techniques for
creating it below.

A. E�ective Pure States

An e�ective pure state is a state that behaves for all
computational purposes as a pure state. In general, quan-
tum logic operations are unitary operations. However, if
one considers initial state preparation and measurement
processes as part of the calculation, the combined com-
putation process is a general trace-preserving quantum
operation C(�̂) =

P
k Âk�̂Â

y
k, where Âk are linear opera-

tors satisfying the condition
P

k Â
y
kÂk = Î [21,22]. The

density matrix �̂� is an e�ective pure state for a compu-
tation C corresponding to an actual pure state j ih j, if
there exists a transformation from C to another compu-
tation C0 such that the computation C0 with input �̂� and
the computation C with input j ih j give results propor-
tional to each other for a set of non-trivial (i.e., compu-
tationally meaningful) observables Ôi. In other words,
�̂� is an e�ective pure state for C corresponding to j ih j
if

Tr(C0(�̂�)Ôi) = �Tr(Cj ih j)Ôi) ; (1)

for some �xed known constant �.
Let us see what this operational de�nition means.

Without loss of generality, we may take a quantum com-
putation to be a unitary transform which acts on a
ground state j�0ih�0j as input. In theory, the result from
any quantum computation can be arranged to be the
state of a single qubit in the computational basis. Sub-
sequent iterations of such \standardized quantum com-
putations" can give additional higher order qubits of the
answer, one at a time, in time manifestly linear in the
total number of qubits N . Without loss of generality, we
may therefore let the measurement operator for the �nal
outcome be just the Pauli matrix �z, acting in the Hilbert
space of the one readout qubit. The important observa-
tion is that for a standardized quantum computation C,
and for any �,

�̂� =
1� �

2N
Î + �j ih j (2)

will be an e�ective pure state for C, since

Tr (C(�̂�)�z) = Tr

"X
k

Âk�̂�Â
y
k�z

#

=
X
k

Tr

��
1� �

2N
ÂkÂ

y
k + �Âkj ih jÂyk

�
�z

�

= �Tr [C(j ih j)�z ] ; (3)

due to the fact that �z is traceless, and using the cyclic
property of the trace, the trace preserving conditionP

k Â
y
kÂk = Î, and the unitarity constraint C(Î) = Î .

The same result is obtained for any measurement ob-
servable Ôi which is traceless.
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For standardized quantum computations, only devia-
tions of the density matrix �̂ from the identity are rele-
vant. We de�ne the deviation density matrix �̂� as

�̂� = �̂ � Î

d
; (4)

where d = 2N=Tr(�̂). For the remainder of this pa-
per unless otherwise noted we shall limit our attention
to deviation density matrices. Note that �̂� transforms
identically to �̂ under unitary quantum operations, since
Û �̂�Û

y = Û �̂Û y. In general, for non-unitary operations,
we have that E(�̂) =

P
k Âk�̂Â

y
k = E(�̂�) � E(Î)=d, so

aside from a factor which is constant with respect to
changes in �̂�, we �nd that the dynamical behavior of
�̂� fully describes the behavior of the system.
Because Tr(�̂�) = 0 for any �̂, �̂� will be an e�ec-

tive pure state for any standardized C if its eigenvalues
are �;��;��;��; : : :, where � = �=(2N � 1). This class
of e�ective pure states is universal for all standardized
computations and requires no modi�cation of the com-
putation procedure. It can be interpreted as describing
a system which is highly uniform { a \choir" of energy
eigenstates which are all equally populated { except for
one \soloist," an eigenstate with a di�erent population.
This picture is analogous to the existence of holes in a
semiconductor. The system behaves like a pure state be-
cause only the signal of the soloist is measurable; the
signal from any choir state is canceled by another state
with the same population and will not be observed. This
is di�erent from a real pure state in that many under-
lying degrees of freedom can contribute to the e�ective
degrees of freedom of �̂�. Having established a de�ni-
tion for e�ective pure states, we turn next to describe
how they can be created.

B. State Labeling

Given an arbitrary initial state �̂, our goal is to produce
from it an e�ective pure state to serve as input into a
standardized computation C. How can this be done?
One way to do it is to use extra spins as label states,

and to prepend C with an initial preparation step P and
append it with a readout preparation step R, such that

C0(�̂) = R [(Ilabel 
 C) [P(�̂)]] = �C(j�0ih�0j) : (5)

C0, R, and P denote general quantum operations. The
purpose of P is to modify �̂ by pushing some of its ran-
domness into a label state. In particular, we may choose
P such that

P(�̂) =
X
k

Pk�̂P
y
k =

X
k

jkihkj 
 �̂k ; (6)

where, say, �̂0 = �j�0ih�0j is an e�ective pure state and
the remaining �̂k are undesired \garbage" states for k �

1. The jkihkj are the eigenfunctions of the label degrees
of freedom, with the j0ih0j state identifying the e�ective
pure state. The computation Ilabel 
 C is arranged to
operate only on the Hilbert space of �̂k and to leave the
label state alone (experimentally, for spins this can be
accomplished using standard refocusing and decoupling
techniques [17]). For readout preparation, R is chosen to
be the projection operation

R(�̂) =
h
j0ih0j 
 Î

i
�̂
h
j0ih0j 
 Î

i
(7)

where the signals in the other label states will be arranged
to cancel out (how this can be implemented is described
in the next section), so that for the overall computation
we have

C0(�̂) =
X
k

R(jkihkj 
 C(�̂k)) (8)

= j0ih0j 
 �C(j�0ih�0j) : (9)

When conditioned upon the state of the label spins, the
state of the remaining part of the Hilbert space is e�ec-
tively pure, and a computation performed on this space
can be selectively retrieved.
This technique is an example of logical labeling, where

the label k is stored in a logical state of qubits embedded
within the Hilbert space of the system. The most general
application of state labeling may be written as

C0(�̂) =
X
j;k

R̂j

h
C(P̂k�̂P̂ yk )

i
R̂
y
j ; (10)

where we have simply written out P and R as general
quantum operations in the operator sum representation
[21,22]. Such operations can be non-unitary; an obvious
example is

C0(�̂) = C
 X

k

P̂k�̂P̂
y
k

!
= C( �̂�) ; (11)

where P describes the e�ect of physical cooling or some
sort of polarization transfer mechanism. This general ap-
proach to state labeling has found previous application in
NMR interferometry in measuring the Aharonov-Anadan
quantum phase [23], and in embedding spinors into mul-
tiple level spin systems [24].
E�ective pure states have been created by Cory et. al

[25] using an alternative technique that applies di�erent
unitary operations P̂k as a function of a spatial degree
of freedom k. This is experimentally implemented using
gradient RF pulses, which rotate spins by an amount pro-
portional to the location of the molecule in the physical
apparatus (a useful technique for quenching magnetiza-
tion). The operations are arranged such that the sum �̂�
is an e�ective pure state. This is an example of spatial
labeling.
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Another way to simulate physical cooling to produce
e�ective pure states is given by Knill [26]. A number
of time-sequential unitary operations P̂k are performed,
chosen so that once again the sum �̂� is an e�ective pure
state (an example is given is Section III G). Because the
label k appears in the time index of the experiment this
is an example of temporal labeling. The crucial point in
this technique is to show that the number of P̂k required
is polynomial in the number of bits N .
State labeling is not just a way to create e�ective pure

states; it also describes how to construct robust quantum
computation procedures. Eq. (10) can be understood
as a transformation from a given quantum computation
C (which nominally operates on pure state inputs) into
another one, C0, which is robust in the sense that it can
operate on a class of mixed state inputs. This notion of
robust quantum computation signi�cantly expands the
physical systems available for quantum computation. We
turn now to state labeling for the important experimental
case of thermal states.

C. Labeling Thermal States

A convenient class of initial states arises from ensem-
bles of quantum systems at high temperature. For exam-
ple, the relevant case for conventional NMR is an N -spin
system in a strong magnetic �eld at room temperature.
In the energy eigenbasis, the density matrix �̂ for the
thermal equilibrium state is

�̂ =
e��Ĥ

Z ; (12)

where Ĥ is the system Hamiltonian, � = 1=kBT is
the inverse temperature, and Z =

P
n exp(��En) is

the partition function normalization factor (which gives
Tr(�̂) = 1). If the N spins have nearly degenerate ener-
gies and weak couplings, then for evaluating populations

Ĥ �
PN�1

k=0 !k�
(k)
z (measuring energy in angular units),

where the superscript of the � matrix is the spin label,
and !k � ! for all k. For ! � kBT , the deviation density
matrix �̂� is well approximated as

�̂� =
�1
2N

�Ĥ : (13)

The preparation of an e�ective pure state from this ther-
mal initial condition will be shown below, �rst for a three
spin example and then for an arbitrary number of spins.
The relative population di�erences in an N = 3 system

are

### ##" #"# #"" "## "#" ""# """

6 4 4 2 4 2 2 0
: (14)

These populations may be pictured as shown in the en-
ergy level diagrams of Fig. 1. In contrast, a pure quantum

state would have only one of the states populated. For
example,

## #" "# ""

1 0 0 0
(15)

is a pure state of two qubits. This is di�erent from a
thermal state, which has populations in states other than
the ground state. These extraneous populations generate
signals which conict with those from the desired one,
destroying the computational output.

000

001 010 100

110101011

111

One effective pure
state manifold

FIG. 1. Energy levels and populations of a three spin sys-

tem. The initial thermal distribution is shown by the empty
circles, and the populations of the \puri�ed" state with e�ec-

tively pure states are shown with �lled circles.

However, if we had the population distribution

## #" "# ""

6 2 2 2
; (16)

then we would have an e�ective pure state of two-qubits,
because the net signal from such an ensemble is that gen-
erated by the excess deviation (6� 2 = 4) from the even
background population (2). Such a population distribu-
tion may be constructed from Eq. (14) by using unitary
operators (to be described below) to swap populations
between di�erent energy eigenstates to get

### ##" #"# #"" "## "#" ""# """

6 2 2 2 0 4 4 4
: (17)

In this state, the �rst four eigenstates form a manifold
which will act like a pure two qubit state, and the last
four form another separate manifold which acts like an-
other independent two qubit state. The �rst spin (the
most signi�cant qubit) determines which manifoldwe are
in, and serves as a label which distinguishes the two pos-
sibilities. This label spin can be used to gate the output
so that only one manifold or the other generates an out-
put signal, so that no interference occurs between the
two.
A general algorithm for creating an e�ective pure state

from a thermal state, using logical labeling, is as follows.
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The occurrence of each eigenvalue of the diagonal matrix
Eq. (13) is given by a binomial distribution, with a max-
imum at N !=[(N=2)!]2 zeros associated with states with
an equal number of up and down spins. These can be cho-
sen to be the \choir" (uniform background) states. The
ground state, which is maximally populated, can then
be selected to be the soloist. To see how the zeros can
be moved into a pure state block in the density matrix,
Eq. (13) can be written (for spin 1/2) as

�̂� =

1=2X
m1=�1=2

� � �
1=2X

mN=�1=2

(m1 +m2 + � � �+mN ) (18)

jm1mn : : :mN ihm1m2 : : :mN j :

The action of operators can be understood by their in-
uence on the expansion coe�cient. For six spins the
coe�cient starts out as

(m1 +m2 +m3 +m4 +m5 +m6) : (19)

If a controlled-not operation is performed by spin 1 on
spin 4 (CN1!4), the result is

(m1 +m2 +m3 + 2m1m4 +m5 +m6) (20)

= (m1(1 + 2m4) +m2 +m3 +m5 +m6) :

This means that if m1 = +1=2 then m4 is not changed,
and if m1 = �1=2 then m4 changes sign. Following this
by CN2!5 and CN3!6 (Fig. 2) gives a coe�cient

m1(1 + 2m4) +m2(1 + 2m5) +m3(1 + 2m6) : (21)

This has a very natural interpretation. Whenm4 = �1=2
the �rst term is equal to zero independent of the value of
m1. Similarly, when m5 and m6 = �1=2 the remaining
terms vanish independent ofm2 andm3. Therefore when
spins 4-6 are down the coe�cient is zero independent
of the value of spins 1-3. This construction moves the
chorus of spins 1-3 into a block labelled by the state of
spins 4-6.

m1 ��

�

m2 ��

�

m3 ��

�

m4

m5

m6

FIG. 2. Network of CNOT's to move zeros for 3 pure qubits

m1;2;3 conditioned on 3 ancilla m4;5;6 .

The �nal step in creating an e�ective pure state is to
move the \soloist" into place. After the above algorithm,
the state with the maximumpopulation { the soloist { is

in the state of all spins down, j2N �1i. If we can perform
the unitary transformation Ûaddjki = jk + 1 mod 2N i,
then the chorus will shift downward, and the soloist will
move from j2N � 1i ! j0i. Thus, the �rst block of the
density matrix will obtain the form diag(�;��;��; : : :)
which is our desired e�ective pure state.
The modular addition transform Ûadd can be imple-

mented in three steps. De�ne ! � exp(2�i=2N ). First,
perform the unitary Fourier transform Ûft, then rotate
the individual phase of the qth qubit around the ẑ axis by
!2

q

, for all 0 � q < N , then perform the inverse unitary
Fourier transform Û

y
ft. Denote the rotation operation by

�̂. Then Û yft �̂Ûft = Ûadd, proven as follows. First note

that �̂ performs the transform

�̂ =
2N�1X
l=0

!ljlihlj ; (22)

as can be seen by expanding l in binary. Next, we calcu-
late straightforwardly

Û
y
ft�̂Ûft =

2
4 1p

2N

X
p;k

!�pkjpihkj

3
5 �
"X

l

!l jlihlj
#

�

2
4 1p

2N

X
p0;k0

!p
0k0

jp0ihk0j

3
5 (23)

=
1

2N

X
p;k;k0

!k(�p+1+k
0)jpihk0j (24)

=
X
p;k0

jpihk0j �(p� 1� k0) (25)

=
X
p

jp+ 1 mod 2N ihpj ; (26)

which is Ûadd, as desired. Because Ûft can be imple-

mented in O(N ) steps [27], and since �̂ is composed from
single qubit operations, this circuit can be performed in
O(N ) time, for �nite required precision, with a precision-
dependent prefactor. In general, we note that many sim-
ple permutations (in particular, all cyclic permutations)
can be implemented as easily as single bit operations in
the Fourier space.
Our algorithm to create a logically labeled e�ective

pure state from a high temperature deviation density ma-
trix thus has two parts for the preparation step. The
extension of the �rst part to N spins is straightforward,
requiringN=2 steps to move the zeros forN=2 pure qubits
starting from N thermal spins. Half of the N spins are
used in the e�ective pure state, and the other half serve
as ancilla for the puri�cation procedure. This works for
any N , but is not optimal. Asymptotically there are ap-
proximately N � O(log2N ) zeros in the thermal density
matrix, therefore a more e�cient packing can approach
N qubits from N spins.
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The �nal readout preparation step, Eq. (7), is imple-
mented in the following manner. Consider taking a mea-
surement of �z on a state �̂ =

P
k jkihkj
 �̂k. Such states

result from performing a computation on logically labeled
e�ective pure states such as those described above. Only
the signal from one manifold, for example, k = 0, is de-
sired; the remainder is unwanted \garbage." To subtract
the signal due to the garbage states, results can be read
out in two steps. First, a readout is performed with no
transform (with a readout operator which is just the iden-
tity)

R1 =
1

2
(Î 
 Î) : (27)

The computation is then repeated and read out with the
operator

R2 =
1

2

2
4j0ih0j 
 Î +

X
k�1

jkihkj 
 �x

3
5 : (28)

This operation can be accomplished using controlled-not
logic gates. Summing the results of these two operations,
one obtains the state

�̂0 = j0ih0j 
 �̂0 +
1

2

X
k�1

jkihkj 
 [�̂k + �x�̂k�x] : (29)

The measurement signal Tr(�̂0�z) contains contributions
only from �̂0, because for k � 1, �̂k and �x�̂k�x cancel
out each other due to anticommutivity with �z. This
provides the desired result from the computation, and
completes our description of how to perform logical la-
beling to prepare e�ective pure states from a thermal
state for arbitrary standardized quantum computations.

D. Scaling

Not all e�ective pure states are created equal. Even
though they might be identical computationally, there
can be enormous di�erences in the scaling of the signal
strength, operator time, and size of uctuations as the
number of qubits is increased. This issue is particularly
of concern when performing spatial or temporal labeling
[28].
For state labeling a serious handicap is the decrease

in signal strength as the number of bits N is increased.
Most NMR experiments detect the transverse magneti-
zation of one of the species

MxA = nh�xAi = nA�hTr(�̂�xA) ; (30)

where n is the density of the detected spin A with gy-
romagnetic ratio A and �xA is the Pauli matrix for its
x component (a quadrature measurement gives both the
in-phase component �xA and the out-of-phase component

�yA). Any density matrix can be expanded in products
of angular momentumoperators, and because of their or-
thogonality property the only term that will contribute
to this measurement is the one associated with �xA. For
readout, the result of a computation is transferred to this
term. Because a unitary computation can not change the
eigenvalue spectrum of �̂�, the largest signal possible is
given by the largest eigenvalue of �̂�. For the thermal
equilibrium deviation density matrix this is given by the
state with all the spins aligned with the �eld B (ignoring
the exchange interactions which are much smaller than
Zeeman energies in typical �elds). Since in thermal equi-
librium �̂� = �Ĥ=2N , for a spin 1/2 system with gyro-
magnetic ratio B the value of this eigenvalue is then

1

2N
B�hB

kT

N

2
: (31)

Therefore the maximum readout magnetization is

MxA = nA�h

�
1

2N
B�hB

kT

N

2

�
: (32)

This starts small because for protons at room tempera-
ture in a 1T �eld the Boltzmann factor �hB=kT � 10�6,
and then decreases exponentially with N because of the
partition function normalization of the thermal density
matrix.
Fortunately, a number of old and new experimental

techniques promise to bring this signal up to a useful
level. Each increase of 103 � 210 in signal strength adds
enough sensitivity for roughly ten more bits. Because
the magnetization is proportional to the �eld and in-
versely proportional to the temperature, linear improve-
ments in these parameters do not contribute signi�cantly.
But since the electron gyromagnetic ratio is � 103 times
larger than the nuclear gyromagnetic ratio, transferring
its thermal polarization to the nuclear spins used in a
computation leads to an increase in sensitivity by a factor
of 103. This is analogous to cooling the spins' tempera-
ture by 103, and can be done by performing a controlled-
not in the hyper�ne-coupled electron-nucleus system.
Another factor of 103 can come from transferring the
result of a calculation back to the electronic system for
readout, since for a given polarization the magnetization
is proportional to the gyromagnetic ratio (electrons are
less suitable for computation directly because of their
sensitivity to environmental interactions).
NMR signals are usually detected inductively in a K

turn pick-up coil with cross-sectional area A, in a res-
onant tank with a quality factor Q. The time-varying
magnetization leads to a ux � in the coil which pro-
duces a peak-to-peak voltage

V = QK
d�

dt
= QK

d

dt
�0MA : (33)

In the lab frame the readout magnetization will rotate
at the Larmor frequency AB, therefore the amplitude
of the oscillating voltage in the pick-up coil will be
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V = QK(AB)�0

�
nA�h

1

2N
B�hB

kT

N

2

�
A : (34)

Because of the time derivative, moving the readout up
to electron spin resonance frequencies gives another fac-
tor of 103 improvement in the voltage produced by a coil.
Since the cross-sectional area is quadratic in the radius of
the coil, increasing the sample radius by a factor of � 30
gives another factor of 103 (this is possible because unlike
conventional analytical NMR a commodity liquid can be
used). Furthermore, the Q of the pick-up tank is usu-
ally intentionally decreased to maintain sensitivity over
the bandwidth of interest. Since the spectroscopy of the
liquid used for computation is known in advance, a sin-
gle line can be chosen for readout and a high-Q resonator
can be tuned to it. This increases the signal proportional
to the Q, leading to another factor conservatively of 102.
Taken together these relatively straightforward exper-

imental modi�cations suggest that sensitivity for many
tens of bits should be possible, bringing quantum com-
putation up to a size that begins to surpass the size of
the largest classical computers (a 40 qubit quantum com-
puter has 240 � 1012 classical degrees of freedom). To
scale still further it will be necessary to make the spin
polarizations on the order of unity; this occurs in systems
that use optical pumping to drive hyper�ne transitions,
or cryogenic cooling to reach millikelvin temperatures.
As N is increased a second concern is the scaling of the

time to apply gates. The e�ective clock cycle of an NMR
computer is the spin precession period associated with
the weakest interaction term used, which are the non-
linear exchange couplings. These typically range from
milliseconds (kHz) to seconds (Hz). Because a quantum
computer can do exponentially more work per cycle than
a classical computer, even these slow rates are accept-
able. The fastest classical factoring algorithm for arbi-
trary large integers is the Number Field Sieve [29], re-
quiring

O
�
e1:923+(logN)1=3(log logN)2=3

�
(35)

operations to factor a number N . Ignoring prefactors
(which can be large), factoring a 1000 digit number would
require O(1023) operations, which on a Gop computer
would take O(107) years. Shor's quantum factoring al-
gorithm requires

O((logN )2+�) (36)

steps, giving O(106) operations for a 1000 digit number
(again ignoring prefactors). If we assume a one Hertz
gate time, that brings the time to factor 1000 digits down
to just 11 days. This assumes that all the pairwise inter-
action terms can be directly resolved; as N is increased
the interactions between distant spins will no longer be
resolvable. Fortunately universal quantum computation
is still feasible with just local interactions, by using a

quantum cellular automata architecture that results in
a linear increase in the computational time with system
size due to message passing [8].
The �nal scaling issue is the coherence time. In liq-

uid NMR, irreversible decoherence occurs on (T1 and T2)
times that range from seconds to thousands of seconds.
This gives O(103) coherent operations within a coher-
ence time, demonstrated by the longest pulse sequences
used in multi-dimensional NMR spectroscopy. The in-
verse of this, 10�3, approaches to within one or two or-
ders of magnitude the coherence believed to be needed
for steady-state quantum error correction [30,31] (at the
expense of signal strength due to the addition of ancilla).
Therefore, with error correction usefully long sequences
should be possible.
Although these calculations are encouraging for the

eventual scaling to non-trivial applications, our prelimi-
nary experiments to be described next have used small
systems to address the fundamental issues of operating
and characterizing a bulk quantum computer.

III. EXPERIMENTAL NMR RESULTS

Experiments were performed using nuclear magnetic
resonance to test the ability to prepare elementary states,
to implement a primitive quantum logic gate, to cascade
gates to create simple circuits, and to create e�ective
pure states. These experiments were performed using
a molecule whose structure was already completely de-
termined, allowing us to focus instead on the capacity of
the system to perform quantum computations. We devel-
oped a technique to perform quantum state tomography,
and applied it to test quantum state creation and trans-
formation programs. These included single qubit rota-
tions and a controlled-not gate, which form a universal
set of operations [4]. We demonstrated these in action
by implementing a quantum circuit to create a mixture
of Einstein-Podolsky-Rosen (Bell) states [20]. Finally,
we cascaded two controlled-not gates to implement a
permutation gate, and created e�ective pure states us-
ing temporal labeling. These results are surveyed below;
more detailed descriptions and analyses including larger
systems will be presented elsewhere.

A. Apparatus and Molecule

The two-spin physical system used in these experi-
ments was carbon-13 labeled chloroform (Fig. 3) supplied
from Cambridge Isotope Laboratories, Inc. (catalog no.
CLM-262), and was used without further puri�cation. A
0.5 milliliter, 200 millimolar sample was prepared with
d6-acetone as a solvent, degassed, and ame sealed in a
thin walled, high performance 5mm NMR sample tube.
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This sample was in liquid form, and experiments were
performed at room temperature.

C l

C l C lC
H

FIG. 3. Molecule of chloroform: the two active spins in this

system are the 13C and the 1H.

The Hamiltonian for this system can be modeled as a
two-spin system with a Zeeman interaction,

Ĥ = !AÎzA + !B ÎzB + 2!AB ÎzAÎzB + Ĥenv ; (37)

where Ĥenv represents a coupling to an external reser-
voir, and ÎzA = �zA=2 is the angular momentum oper-
ator in the ẑ direction for spin A (the proton, in our
convention here). The reservoir includes small interac-
tions with other nuclei such as the chlorine, which do
not play a major role in the dynamics. It also includes
higher order terms in the spin-spin coupling, which can
be disregarded in the �rst-order model; the spin interac-
tion is dominated by through-bond coupling mediated by
electrons, rather than by direct dipole-dipole interaction
between the nuclei, and in the liquid at a high magnetic
�eld the rapid molecular tumbling averages away all but
the ÎzA ÎzB J-coupling.
Spectra were taken using Bruker AMX-400 (Berkeley)

and DRX-500 (Los Alamos) spectrometers using stan-
dard probes. The deuterium resonance in the solvent
was used as a lock signal for the magnetic �eld. The
resonance frequencies of the two proton lines (in the
DRX-500) were measured to be at 500:133921 MHz and
500:134136MHz, and the carbon lines were at 125:767534
MHz and 125:767749 MHz, with errors of �1 Hz. The
RF excitation carrier (and probe) frequencies were set at
the midpoints of these peaks, so that the chemical shift
evolution could be neglected, leaving only the 215 Hz J-
coupling between the two spins. The nuclear resonance
lines from the solvent were at least a kHz away, and did
not play any role in the experiment.

B 0

B 1

d i r e c t i o n a l
c o u p l e r

R F
o s c i l l a t o r

a m p l i f i e r m i x e r

c o m p u t e r

c a p a c i t o r

R F  c o i l
s t a t i c
c o i l

FIG. 4. (B) Schematic of an NMR apparatus.

A simpli�ed schematic diagram of an NMR spectrom-
eter appears in Fig. 4. The chloroform nuclei are per-
turbed by applying a much smaller radio-frequency (RF)
�eld, B1, in the transverse plane to excite the spins at
their resonant frequencies !i. As described by the Bloch
equations, these pulses can e�ect rotations of the nuclear
moments about the x̂ and ŷ axes. For example, a 90�

pulse can be applied to all the nuclei, to tip them from
their equilibrium positions (aligned to B0 along the ẑ
axis) into the transverse (x̂-ŷ) plane, where their preces-
sion generates a small free induction decay signal which
can be picked up by a phase sensitive detector coupled
to the receiver coil.
The coherence times of the two spins were estimated

by measuring T1 and T2 relaxation times, independently
at both facilities on similarly prepared samples, using
standard inversion-recovery and Carr-Purcell-Meiboom-
Gill pulse sequences. For the proton, it was found that
T1 � 7 sec, and T2 � 2 sec, and for carbon, T1 � 16
sec, and T2 � 0:2 sec. The short carbon T2 time is due
to coupling with the three quadrupolar chlorine nuclei,
which reduces the coherence time.

B. Single spin operations

As already mentioned, applying RF pulses at the ap-
propriate frequency and of the appropriate duration and
amplitude allows any single spin rotation to be per-
formed. In particular, we can apply pulses at either the
proton or carbon frequencies, independently or simulta-
neously, and of arbitrary phase with reference to the car-
rier signal. It is su�cient to apply pulses around the x̂
and ŷ axes, because these generate all possible rotations
on the Bloch sphere. We calibrated these pulses in the
following manner. The data gathered by the spectrome-
ter is the free induction decay signal, which gives

V (t) � (38)

V0e
�t=T1Tr(eiĤt�̂e�iĤt(iÎxA + ÎyA + iÎxB + ÎyB)) :
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Fourier transforming this signal gives a spectrum with
four peaks, with Lorentzian lineshape. The areas of
these peaks give four complex numbers which reect the
state of the system. As the length of a single applied
RF pulse is varied, at �xed power, the (proton or car-
bon) peak areas change sinusoidally, giving a maximum
for the \90 degree" pulse, and a null for a 180 degree
pulse. These pulses ip the spin from the ẑ axis into the
ŷ and �ẑ directions, respectively, for a rotation phase
around the x̂ axis, and are described for example by
R̂x(�) = exp(i��x=2) operators (where �x is the usual
Pauli matrix).
We tested this self-consistently, by using the calibrated

pulses to measure components of the density matrix giv-
ing the state of the individual proton and carbon spins.
For example, we measured the thermal state (deviation
density matrix) of the proton to be

�̂a =

�
67 �0:4
�0:4 �67

�
; (39)

in arbitrary units. The result of an ideal rotation
R̂x(��=2) would have been

�̂0a =

�
�0:4 67i
�67i �0:4

�
; (40)

and the actual observed single-shot output was

�̂0a =

�
0:6 62i
�62i �0:6

�
: (41)

Detection noise contributed to the diagonals, which ide-
ally should be zero. The decrease in the signal amplitude
was primarily caused by magnetization decay (T1 e�ects)
during the acquisition of the free induction decay signal,
and this was the primary source of overall error. Similar
results were obtained for other pulse combinations, indi-
cating single pulse rotation calibration to better than a
few degrees.

C. State Tomography

A generalization of the measurement scheme used to
calibrate single pulses allowed us to obtain all the ele-
ments in the two-spin density matrix. The basic proce-
dure was to apply a sequence of RF pulses, measure the
resulting induction signal, Fourier transform to get the
spectra, and integrate to get the areas of the resonance
peaks. The real and imaginary components of the area
of each of the four peaks gave a total of eight numbers
for each run. By applying di�erent pulse sequences, all
the elements in the 4�4 density matrix were sampled,
allowing a least-squares procedure to recover �̂ from the
data.

Two di�erent approaches were used in designing the
pulse sequences: the simpler method involved perform-
ing nine runs, in which each nucleus was either left alone
(I), tipped by 90� around the X axis, or around the Y
axis. Explicitly, the nine pulse programs were II, IX,
IY , XI, XX, XY , Y I, Y X, and Y Y . Of course, II
gave no signal, but it provided a baseline for noise esti-
mation. The second method involved more complicated
pulse sequences and the use of phase cycling to create
multiple quantum �lters to improve the signal-to-noise
ratio (to be published elsewhere).
The resulting experimentally measured deviation den-

sity matrix for the thermal state was approximately

�̂ �

2
664
48 0 0 0
0 28 0 0
0 0 �28 0
0 0 0 �48

3
775 ; (42)

(in arbitrary units; numbers of absolute value smaller
than 0:8 suppressed for clarity), in the basis j00i, j01i,
j10i, and j11i, from left to right. As expected, all the
o�-diagonal elements are nearly zero, while the diagonal
elements follow a pattern of a + b, a � b, �a + b, and
�a � b. The ratio a=b = 3:98 is �xed by the ratio of
the gyromagnetic frequencies of the two nuclei, and was
used to calibrate the relative strength of the carbon sig-
nal ampli�cation and digitization circuitry to that of the
proton. An error of about 5% was observed in the data,
due primarily to imperfect calibration of the 90� pulse
times and inhomogeneity of the magnetic �eld.
This diagonal matrix reects a state which can be un-

derstood as a mixture of j00i, j01i, j10i, and j11i states.
In fact, as von Neumann pointed out, many pure state
decompositions generally exist for a given mixed state
density matrix, but as long as no further information is
available about the ensemble, it is impossible to assign
a reality to one particular decomposition: they are all
equally real. This principle is important in the way we
interpret our data.

D. Controlled-not Gate

The experimental con�guration we used provided us
with a simple means for implementing a controlled-not
gate, which is shown in Fig. 5. The ideal transformation
is

ĈN ideal =

2
664
1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0

3
775 ; (43)

which can be understood to invert spin b only when spin
a is 1, and to do nothing if a = 0. Now, as previously
mentioned, by putting the RF carriers on resonance with
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the spin frequencies, the chemical shift evolution could be
neglected; in other words, in the doubly rotating frame,
!A and !B are both zero. Therefore, applying the pulse
sequence in Fig. 5 gave us the unitary transform

ĈNpp =

2
664
(�1)1=4 0 0 0

0 �(�1)3=4 0 0
0 0 0 (�1)1=4
0 0 (�1)3=4 0

3
775 ;
(44)

which has a similar controlled-not e�ect as the ideal
transform, and acts as expected on \classical" states such
as j00ih00j, j01ih01j, j10ih10j, and j11ih11j. It di�ers in
its relative phases, but that e�ect shows up only when
operating on superposition states. A single controlled-
not pulse program applied to the a thermal state gave
us

ĈNpp

2
664
42 0 0 0
0 25 0 0
0 0 �26 0
0 0 0 �41

3
775 ĈN y

pp =

2
664
44 0 0 0
0 25 0 0
0 0 �41 0
0 0 0 �28

3
775

(45)

These data have an error of �3 units from being taken
several hours apart, after the magnetic �eld had drifted
slightly, but clearly show the expected transformation
from the controlled-not operation. Other transform ele-
ments from the expected truth-table were also con�rmed,
and its proper operation on superposition states was sys-
tematically veri�ed. An application which demonstrates
this is presented next.

A

B

A'

B'

A

B

acquire

R
xB

(p/2) R
yB

(p/2)

»

w
ab 

t=p/2

FIG. 5. Quantum circuit symbol for a controlled-not gate,

and its implementation with RF pulses in our two-spin NMR

system in the doubly degenerate frame. The time �=2!AB
was 2:326 milliseconds in the experiment.

E. Einstein-Podolsky-Rosen State Mixtures

As an application of the controlled-not gate, we used
it in a simple quantum circuit to create entangled states
from the thermal mixture. The most important example
of two-qubit entangled states are the Einstein-Podolsky-
Rosen (EPR) states, shown in Eq. (48)-(51). A quantum
circuit which creates EPR states from j00i is shown in

Fig. 6. The unitary transform implemented by the ideal
circuit is

Ûideal =
1p
2

2
664

1 0 1 0
0 1 0 1
0 �1 0 1
�1 0 1 0

3
775 ; (46)

while the actual transformation implemented by the
pulse program was

Ûpp =
1

2

2
664

1 + i 0 �1 + i 0
0 1� i 0 1 + i

0 �1 + i 0 1 + i

�1 � i 0 �1 + i 0

3
775 : (47)

Although di�erent, they served the same purpose:
transforming each energy eigenstate into an EPR state.
In particular,

j00i ! j00i � j11i (48)

j01i ! j01i � j10i (49)

j10i ! j00i+ j11i (50)

j11i ! j01i+ j10i (51)

(up to a normalization and phase) is accomplished by
Ûpp. Note the di�erent mapping which results from Ûpp

and Ûideal due to the phase di�erences between ĈNpp

and ĈN ideal. In the NMR literature, these states are
known as zero and double quantum coherence states, and
none of these states should give any output signal, as
can be seen by calculating V (t) using Eq. (38). This was
observed, to within 5%.

B

A A'

B'

R

B

A

R
xB

(p/2)

R
xA

(p/2)

R
yB

(p/2)

w
ab 

t=p/2

acquire

FIG. 6. (top) Quantum circuit, where the boxed R denotes
the single-qubit rotation R̂x(�=2), and (bottom) correspond-

ing pulse program for creating an EPR state.

Complete characterization of this state was performed
using state tomography. For the thermal deviation den-
sity matrix of Eq. (42) the expected result from the EPR
procedure is

10



�̂epr = Ûpp �̂ Û
y
pp =

1

4

2
664

40 0 0 �150
0 �40 �150 0
0 �150 �40 0

�150 0 0 40

3
775 ;
(52)

while the experimentally measured result was approxi-
mately

1

4

2
664

49 0 0 �128
0 �27 �124 0
0 �124 �42 0

�128 0 0 20

3
775 : (53)

The expected signs match exactly with the data, while
the magnitudes of the reverse diagonal elements agree
to within 20%. The element most di�erent from that
expected is the j11ih11j entry, which deviates by 50%.
Again, the primary cause of error was magnetization de-
cay during the acquisition.
Perhaps the most interesting aspect of this experiment

is that the experimental results cannot be explained by a
classical model of two interacting spins (of spin 1=2). A
classical spin is characterized by having a de�nite orien-
tation in three dimensions. Let the interaction between
two spins be such that the rate at which they spin around
the ẑ axis is proportional to the product of the ẑ compo-
nents of the two spins (fast if they are oppositely oriented,
01 or 10, slow if they point in the same direction, 00 or
11). This is analogous to the Hamiltonian describing the
quantum system, Eq. (37). Now, what happens in the
pulse sequence of Fig. 6 is that �rst the two spins are
tipped into the transverse (x̂ � ŷ) plane, allowed to pre-
cess for a speci�c time, then one is tipped back up to
the ẑ axis. The other remains in the transverse plane.
Classically, the spin in the x̂ � ŷ plane will generate a
signal V (t) which should be detected by the receiver coil.
Furthermore, if we rotate both spins around by 90�, then
the other spin should generate a detectable signal.
However, this classically expected signal is not ob-

served in practice. This is because the spins are actu-
ally quantum-mechanical { during their coupled evolu-
tion, they are in a superposition of being up and down,
and therefore the coupled system evolves in a superpo-
sition of fast and slow states. They become entangled.
When one spin is ipped back onto �ẑ , because of this
entanglement, it turns out the other spin also gets ipped
onto the ẑ axis, and this happens in such a way that the
two signals generated { from fast and slow states { inter-

fere with each other and cancel out all detectable signals
V (t). This is true no matter how the system is rotated,
as long as both spins are rotated in the same way. We
have experimentally con�rmed this behavior, and the sig-
nature of the entanglement { a purely non-classical e�ect
{ is the strong reverse diagonal measured in the density
matrix.

F. Cascaded controlled-not Gates

An important challenge in creating a quantum com-
puter is to cascade multiple logic gates together to build
non-trivial quantum circuits. As a step in this direction,
we cascaded two controlled-not gates together to imple-
ment a permutation operation, using the quantum circuit
shown in Fig. 7. The ideal and actual transformations
this accomplishes are

P̂ideal =

2
664
1 0 0 0
0 0 1 0
0 0 0 1
0 1 0 0

3
775 (54)

P̂pp =

2
664
i 0 0 0
0 0 �1 0
0 0 0 1
0 i 0 0

3
775 :

Applying this to a thermal input state gave us the exper-
imental result

P̂pp

2
664
49 0 0 0
0 28 0 0
0 0 �29 0
0 0 0 �48

3
775 P̂ ypp (55)

=

2
664
47 0 0 0
0 �21 0 0
0 0 �45 0
0 0 0 19

3
775 ;

which agrees with the theoretically expected result,
within the error margins of the experiment. This ele-
mentary two controlled-not circuit was useful for creat-
ing e�ective pure states, as described next.

w
ab 

t=p/2

A

B

A'

B'

A

B

R
yB

(p/2)R
xB

(p/2)

R
xA

(p/2) R
yA

(p/2)

acquire

w
ab 

t=p/2

FIG. 7. Quantum circuit to perform a permutation opera-

tion, and its pulse program implementation.

G. E�ective Pure State

An e�ective pure state of two qubits can be created us-
ing temporal labeling in the following way: three exper-
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iments are performed, in each of which the computation
C is preceded by a di�erent preparation step Pi, where

P̂0 =

2
664
1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

3
775 (56)

P̂1 =

2
664
1 0 0 0
0 0 1 0
0 0 0 1
0 1 0 0

3
775 (57)

P̂2 =

2
664
1 0 0 0
0 0 0 1
0 1 0 0
0 0 1 0

3
775 : (58)

P̂0 is the identity, and P̂1 and P̂2 are cyclic permutations
of the three lower elements on the diagonal of the den-
sity matrix. For C = I (no computation), and for any
given input state, the output state will be of the form
�̂� = diag(�;��;��;��), which is an e�ective pure state
corresponding to j00ih00j.
These permutations are implemented simply using cas-

caded controlled-not gates, as previously described. Re-
sults from this experiment, shown in Fig. 8, show the
expected \soloist" and \chorus" states. A detailed anal-
ysis of the quality of this experimental result is presented
in [28].
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FIG. 8. (top) Three states which were summed to produce
(bottom) an e�ective pure state.

H. E�ectively Pure EPR State

Finally, we repeated our experiment to create EPR
(Bell) states, using an e�ective pure state as an in-
put. This circuit involved cascading three controlled-not

gates together in a non-trivial way to allow us to �lter
out the signal from just one of the four Bell states of
Eqs. (48)-(51). This procedure is much the same as in
the creation of the e�ective pure state above, but with C
being the quantum circuit of Fig. 6 for creating an EPR
state. This is theoretically described by the transforma-
tion

�̂EPR =
2X

k=0

ÛppP̂k �̂thermal P̂
y
k Û

y
pp ; (59)

using Eqs. (56)-(58), and Eq. (47), and an output density
matrix is predicted which has the structure

�̂EPR = �

2
664

1 0 0 �1
0 0 0 0
0 0 0 0
�1 0 0 1

3
775� �

2
Î ; (60)

which is the signature of the Bell state j00i � j11i. Ex-
perimentally, we measured the deviation density matrix2

664
65:3 � � �74:0
� � � �

� � � �

�74:0 � � 58:6

3
775 ; (61)

where j�j < 11:6. Again, errors were primarily due to
magnetic �eld inhomogeneity and signal decay during a
long acquisition period (of about 6 seconds). This result
provides an early demonstration of the viability of using
labeling techniques to create e�ective pure states for bulk
spin quantum computation.

IV. CONCLUSION

These simple results demonstrate for the �rst time
quantum logic gates cascaded into useful quantum cir-
cuits operating on pure states, with a complete experi-
mental characterization of the state of the system. Famil-
iar NMR spectroscopy techniques were used in an unfa-
miliar domain, bringing together the physics and chem-
istry of computation. Future experiments will address
the reduction of noise and errors, and the scaling up to
larger systems.
The implementation of cascaded controlled-not gates

and e�ective pure states opens the way for exploration
of larger bulk spin systems for quantum computation.
Our realization of quantum state tomography is also a
�rst step towards doing full quantum process tomogra-
phy [32,33] to systematically measure the general quan-
tum operation (i.e., the superoperator) describing the
decoherence mechanisms at work in the system.
Theoretically, the coming challenge will be to provide

e�cient implementations of state labeling for bulk quan-
tum computation that take best advantage of logical,
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spatial, and temporal labeling. State labeling techniques
also introduce the idea of transforming a given unitary
quantum computation into a new robust quantum compu-
tation which can act on mixed state inputs instead of just
pure states, a technique which will be valuable to bulk
quantum computation realizations other than NMR.
While daunting experimental challenges remain before

bulk spin resonance quantum computation can begin to
compete with classical computers, the rapid experimen-
tal progress following its recent introduction, and the en-
couraging scaling properties of this system, suggest that
it may grow to become much more than a laboratory
curiosity.
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